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ÁGraph centralities and community detection

ÁBag of words and graph of words

ÁApplication to keyword extraction

ÁContribution

ÁWe examined the performance of 17 keyword extraction techniques based on centrality 
measures and community detection approaches on the graph of words .

ÁWe also proposed Mapping Entropy Closeness (MEC) centrality measure 





ÁGraph formulation

Given an undirected network Ὃὔȟὒwith ὔnodes and ὒlinks, the adjacency matrix 

═of a network Ὃὔȟὒ is a square matrix which is defined as follows :
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In general, we denote by ὓ the ὭȟὮelement of a matrix ὓ.



ÁDegree centrality

Degree of a node ὲ, ÄÅÇὲ is the number of edges connected to it. The maximum 

number of nodes that node ὲ can be connected is ὔ ρand the degree centrality 

(DC) of node ὲ is defined as (Freeman, 1979 ):
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ÁBetweenness centrality

Let ὲȟὲbe two nodes and Ὣ the number of geodesics linking ὲwith ὲ

Let also Ὣ ὲ the number of geodesics linking ὲand ὲ that contain ὲ

The betweenness centrality of node ὲ (Freeman,1977):
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ÁCloseness centrality

Let Ὠὲȟὲ be the number of edges in the geodesic linking ὲand ὲ.
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and the closeness centrality CC of the node ὲ is defined as:
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ÁEigenvector centrality

Let ὼ

ὼ
ể
ὼ

be a vector where ὼ the centrality of node ὲ. 

The centrality ὼ of node ὲ depends on the ὲõs network neighbors centrality:
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ÁPage Rank centrality of node ὲ is defined as:
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where Ὠis the damping factor, typically set to πȢπψυ, ὒὲ is the number of links to node 
ὲand ﬞ ὲ is the neighborhood of ὲ.



ÁMapping Entropy

The set of nodes connected to node ὲ, ﬞ ὲ has been used to define the mapping 
entropy (ME) centrality (Nie et al., 2016) as a function of the degree centrality:
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ÁMapping Entropy Betweenness

Mapping Entropy has been extended (Gialampoukidis et al., 2016) by replacing the 
degree centrality with the Betweenness centrality, as follows:

ὓὉὄ ὄὅ

ᶰﬞ

ÌÏÇὄὅ

ÁMapping Entropy Closeness

Mapping Entropy Closeness (MEC) centrality of node ὲ is an other extension of 
Mapping Entropy which is proposed in this thesis:
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ÁCoreness

The Ὧ-core of a graph Ὃis defined as the maximum 
subgraph of Ὃin which all nodes have at least degree Ὧ. 

The coreness of a node of the graph Ὃis Ὧif it belongs to the 
Ὧ-core but not to the Ὧ ρ-core .

ÁEccentricity

The eccentricity of a node Ὧin a graph Ὃis the greatest 
geodesic distance between the node Ὧand any other node .

The eccentricity can be considered as a centrality measure 
because the most central node of a graph has the minimum 
eccentricity. 

The selected node (in the green circle) is 

the node with the minimum eccentricity 



ÁClustering Coefficient (local transitivity)

The local clustering coefficient of a node ὲ in a graph Ὃquantifies how close the 
neighbors of ὲare to being a clique (complete graph). 

The local clustering coefficient of a node ὲ in an undirected graph is defined as:
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where Ὡ is the link from node ὲ to ὲ, ὔ is the set of neighbours of ὲ.





ÁGirvan-Newman algorithm

GN algorithm is based on the edge betweenness centrality measure. 

The edge betweenness determines the edges which are more possible to link 
different communities. 

In order to extract communities , the modularity score is computed, so as to be 
maximized ( Newman and Girvan, 2004):
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where Ὡ are the elements of a Ὧ Ὧsymmetric matrix and Ὧis the number of 

communities at which the graph is partitioned. 

The elements Ὡ are defined as the fraction of all edges in the network that link 

vertices in community Ὥto vertices in community Ὦ.



ÁFast Greedy algorithm (modularity maximization)

All nodes are separate communities and any two communities are merged if the 
modularity increases. 

The algorithm stops when the modularity is not increasing anymore. 

The modularity function is defined as ( Clauset et al., 2004):
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where ὒis the number of links in the graph andὭȟὮis 1 ifὭ Ὦand 0 otherwise. 

The modularity maximization algorithm of ( Clauset et al., 2004) is a faster method to 
detect communities based on the modularity maximization, compared to the Girvanð
Newman community detection algorithm.



ÁLouvain method

The Louvain method ( Blondel et al., 2008) is based on the maximization of the 
modularity ὗand involves two phases that are repeated iteratively. 

In the first phase, each node forms a community and for each node Ὥthe gain of 
modularity is calculated for removing vertex Ὥfrom its own community and placing it 
into the community of each neighbor ὮofὭ. 

The vertex Ὥis moved to the community for which the gain in modularity becomes 
maximal. 

The first phase is completed when the modularity cannot be further increased. 

In the second phase, the detected communities formulate a new network with 
weights of the links between the new nodes being the sum of weights of the links 
between nodes in the corresponding two communities. 

In this new network, self -loops are allowed, representing links between vertices of 
the same community. 

At the end of the second phase, the first phase is re -applied to the new network, until 
no more communities are merged and the modularity attains its maximum.



ÁInfomap method

Infomap method ( Rosvall and Bergstrom, 2008; Rosvall et al., 2010) minimizes the 
Shannon information (Cover and Thomas, 2012) required to describe the trajectory 
of a random walk on the network .

Let ʊbe a network partition into άcommunities

Aim: Codelength Љʊminimization among all possible partitions ʊof the network:
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where ήφ В ήφ

ήφ the rate at which the random walk enters community -Ὥ

ὗthe probability distribution of ήφ

ὴv the rate at which the random walk uses community -Ὥ

ע the probability distribution of ὴv



ÁLabel propagation

The Label Propagation method ( Raghavan et al., 2007) initializes every node with a 
unique label and at each step every node adopts the label that most of its neighbors 
currently have. 

Hence, an iterative process is defined, in which densely connected groups of nodes 
form a consensus on a label and communities are extracted .

ÁWalktrap method

The Walktrap method (Pons and Latapy, 2005) generates random short walks on the 
graph by simulating transitions between nodes. 

Since short random walks tend to stay within the same community, it is possible to 
detect communities using such random walks.





In the BoW model, a text document is represented as a vector, containing all textõs words free from 
grammar and word order .

Wordõs multiplicity is the number of occurrences of a word in a document, known also as term 
frequency (tf):
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ὲ = the number of occurrences of word Ὥin document Ὠ

ὲ = the number of words in document Ὠ

ὲ= the number of occurrences 

of word Ὥin the whole database

ὔ= the total number of documents 

in the database

is the term frequency

However, it is possible to consider pairs, triplets or n-tuples of words asòtermsó,known as word n-grams.



Graph of Words for ὔ ςand ὔ σon the text òThe international conference on Internet Science aims at 
progressing and investigating on topics of high relevance with Internetõs impact on society, governance, 

and innovation. It focuses on the contribution and role of Internet science on the currentéó

(a) ὔ ς (b) ὔ σ

Graph of words ( GoW) model (Rousseau and Vazirgiannis , 2013)

Given a window of ὔsuccessive words in a document, all terms in the window are 
mutually linked and each edge represents the co-occurrence of a pair of terms. 





ÁBetweenness centrality

ÁCloseness centrality

ÁDegree centrality

ÁEigenvector centrality

ÁPageRank

ÁEccentricity

ÁCoreness

ÁTransitivity

ÁMapping Entropy 

ÁMapping Entropy Betweenness

ÁMapping Entropy Closeness 

ÁFast greedy (modularity maximization )

ÁInfomap (codelength minimization)

ÁLabel Propagation

ÁLouvain (modularity maximization)

ÁWalktrap (random walks )

ÁTerm-Frequency (TF) scores



Let bꜟe the collection of documents and we denote by דthe set of retrieved results 
with respect to the query ή. We also denote by  the set of relevant documents, inכ
terms of the annotation which is provided by the ground truth.

ÁPrecision
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ÁAverage Precision

ὃὖ
В ὖͽὲ

Ὑ

where ὲis the rank of each relevant document and Ὑis the total number of relevant 
documents.

Á╟ͽ▪is the precision of the top -ὲretrieved documents



ÁMean Average Precision

the mean of all Average Precision scores for each query :

άὃὖ
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where, ὃὖή is the Average Precision for the query ή.

ÁJaccard similarity

The Jaccard index, also known as the Jaccard similarity coefficient, is a statistic used 
for comparing the similarity of two sample sets and is defined as the size of the 
intersection divided by the size of the union of the sample sets :
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The CiteULike dataset has 183 publications crawled from CiteULike , and keywords assigned by 152 different CiteULike

users who saved these publications. The other dataset, FAO780, has 779 FAO publications with Agrovoc terms from official 

documents of the Food and Agriculture Organization of the United Nations (FAO). 



Áremove punctuation 

Átransform all letters to lowercase

ÁNumbers are removed

ÁEnglish stopwords are removed

Áwe stem each word

Áwe construct the graph of words, which has as nodes the words of each document

In all datasets, we keep the top -20 keywords for each selected centrality score and for 
the top -20 most frequent terms (TF scores ).



N=2 Citeulike180 Fao780

Method Jaccard Average Precision P@10 Jaccard Average Precision P@10

Betweenness πȢρυσρπȢπυωψ πȢσχωυπȢρτπρ πȢστψφπȢρσωψ πȢρφρωπȢπχστ πȢστυωπȢρυππ πȢσρρςπȢρτχσ

Closeness πȢρυσρπȢπφςς Ȣ πȢρτςυ Ȣ πȢρτρσ πȢρφυφπȢπχψρ πȢσυφυπȢρυτχ πȢσςρςπȢρυτπ

Degree πȢρυφφπȢπφρρ πȢσψτςπȢρσωπ πȢστωςπȢρτρπ πȢρφχρπȢπχχχ πȢσυσσπȢρυσψ πȢσςπψπȢρυπψ

Eigenvector πȢρττφπȢπφυω πȢσφπφπȢρτυσ πȢσυςυπȢρτςρ πȢρφτωπȢπχως πȢσυςφπȢρυχπ πȢσρυψπȢρυτω

Page Rank πȢπυπψπȢπσρσ πȢσψσρπȢρσωω πȢστωςπȢρτρπ πȢρφφωπȢπχχς πȢστψψπȢρυσπ πȢσρχσπȢρυπσ

Mapping Entropy πȢρυυχπȢπφρσ πȢσψςρπȢρσωτ πȢσυρωπȢρτπφ πȢρφφωπȢπχψπ πȢσυρυπȢρυσσ πȢσρωρπȢρυπς

MEB Ȣ πȢπφςυ πȢσψφππȢρσχψ πȢσυσππȢρσυτ πȢπφχτπȢπτυρ πȢρχφςπȢρρψπ πȢρτφωπȢρππω

MEC πȢρυφχπȢπφςς πȢσψσωπȢρσψω πȢσυπσπȢρτπς πȢπφχψπȢπτφπ πȢρχυσπȢρρχψ πȢρτχχπȢρππω

Coreness πȢρπωψπȢυρρπ πȢςψυχπȢρσφτ πȢσυπψπȢρυφψ πȢπψσωπȢπτψχ πȢρψπςπȢπωωτ πȢςψυυπȢρυυφ

Transitivity πȢπππππȢππππ πȢπρψςπȢπτφω πȢπρφτπȢπτςφ πȢππφχπȢπρυτ πȢπςςρπȢπυυω πȢπρχρπȢπτςς

Eccentricity πȢππρυπȢππφς πȢππςφπȢπρυχ πȢππςχπȢπρφσ πȢπππσπȢππσσ πȢπππτπȢππυτ πȢπππτπȢππφς

TF score πȢρφρσπȢπφτψ πȢσψχχπȢρτςρ πȢσυσππȢρσψφ Ȣ πȢπψτσ Ȣ πȢρφπσ Ȣ πȢρφρτ

Fast greedy πȢπςρυπȢπρφτ πȢπφτωπȢπυππ πȢρφυφπȢρτυω πȢπρπππȢπρρφ πȢπςωχπȢπσπσ πȢρρφσπȢρρρτ

Infomap πȢπτπςπȢπςτψ πȢρςυψπȢπχφς πȢςχτωπȢρχχπ πȢπςπυπȢπςςπ πȢπυψφπȢπυψρ πȢςςυψπȢρτφς

Label Prop πȢπρυψπȢππψψ πȢπτρρπȢπςπσ πȢςχυτπȢρφωσ πȢππχτπȢππφω πȢπςρωπȢπρυσ πȢςρπππȢρτςπ

Louvain πȢπρωσπȢπρφχ πȢπφπππȢπυσψ πρτςρπȢρτρυ πȢπρπχπȢπρσπ πȢπσςππȢπσυω πȢπωωςπȢρπυτ

Walktrap πȢπσσςπȢπρχρ πȢπωτρπȢπτυω πȢσπφππȢρψτφ πȢπρχφπȢπρχσ πȢπυπτπȢπτρς πȢςρττπȢρτσω



N=3 Citeulike180 Fao780

Method Jaccard Average Precision P@10 Jaccard Average Precision P@10

Betweenness πȢρφπωπȢπφσσ πȢσψυτπȢρτσρ πȢσυρωπȢρττρ πȢρφχρπȢπχτψ πȢσυφψπȢρυπυ πȢσςρσπȢρυπτ

Closeness Ȣ πȢπφρχ Ȣ πȢρττχ Ȣ πȢρτωπ πȢρχσρπȢπψρω πȢσφχψπȢρυφπ πȢσσςφπȢρυυψ

Degree πȢρφτψπȢπφςρ πȢσωωσπȢρτπφ πȢσφφρπȢρτπτ πȢρχττπȢπψπφ πȢσφχρπȢρυτσ πȢσσπτπȢρυσς

Eigenvector πȢρυτςπȢπφςω πȢσχωρπȢρττυ πȢσττψπȢρτςψ πȢρχρρπȢπψρψ πȢσφφςπρυψω πȢσςωρπȢρυωπ

Page Rank πȢρφτυπȢπφφς πȢσωψςπȢρτπρ πȢσφχψπȢρσωυ πȢρχτππȢπψπχ πȢσφτρπȢρυτς πȢσςψφπȢρυσπ

Mapping Entropy πȢρφττπȢπφσς πȢσωχτπȢρτπτ πȢσφυππȢρσωτ πȢρχτφπȢπψπχ πȢσφφςπȢρυττ πȢσςωυπȢρυτπ

MEB πȢρφσψπȢπφρω πȢσωφσπȢρσωχ πȢσφφρπȢρτσυ πȢρχςσπȢπχχφ πȢσφςχπȢρυςχ πȢσςωσπȢρυσπ

MEC πȢρφτψπȢπφσφ πȢσψψφπȢρτπχ πȢσφψσπȢρτπς πȢρχτυπȢπψπσ πȢσφχρπȢρυττ πȢσςωυπȢρυςχ

Coreness πȢρπφφπȢπτψρ πȢςφσχπȢρςπψ πȢσφωτπȢρφψς πȢπχυπȢπττπ πȢρυωυπȢπψτψ πȢςχωφπȢρυτς

Transitivity πȢππρυπȢππφς πȢππςυπȢπρφρ πȢππςςπȢπρτχ πȢπππρπȢππυπ πȢππρυπȢπρσπ πȢππρτπȢπρρψ

Eccentricity πȢππρφπȢππφχ πȢππςςπȢπρςτ πȢππσσπȢπρχω πȢπππφπȢππτυ πȢππρππȢππωπ πȢπππφπȢππψπ

TF score πȢρφρσπȢπφτψ πȢςφσχπȢρςπψ πȢσυσππȢρσψφ Ȣ πȢπψτσ Ȣ πȢρφπσ Ȣ πȢρφρτ

Fast greedy πȢπρωφπȢπρτφ πȢπυφυπȢπσωω πȢρχωςπȢρτχυ πȢππψφπȢππωψ πȢπςυυπȢπςυχ πȢρρφχπȢρρφω

Infomap πȢπςψσπȢπρφχ πȢπψφυπȢπτωπ πȢςωωυπȢρωπσ πȢπρτπȢπρτυ πȢπτπχπȢπσωσ πȢςςτψπȢρτςσ

Label Prop πȢπρυρπȢππχχ πȢπσωτπȢπρψρ πȢςφψωπȢρφωφ πȢππχςπȢππφφ πȢπςρφπȢπρτχ πȢςπψωπȢρτρς

Louvain πȢπρφππȢπρυτ πȢπτφτπȢπτττ πȢρςσυπȢρςωτ πȢππωψπȢπρρρ πȢπςψψπȢπςωψ πȢρρτρπȢρρφφ

Walktrap πȢπςψππȢπρφφ πȢπψπωπȢπτσφ πȢςψωρπȢρψωυ πȢπρτππȢπρσφ πȢπτρτπȢπστχ πȢρωχωπȢρτρψ



ÁIn the FAO dataset, TF scores count the most frequent words and are able to identify the 
most critical words in each document. 

ÁIn the case of structured text ( CiteULike ), we observe that the GoW representation 
performs better than the simple statistical term frequency scores. 

ÁGiven the GoW representation, we observe that when N=3 the results are better than 
N=2, where N is the number of successive words that are linked to any word. However, 
the linking of more words than N=3 successive words, makes the graph of words almost 
complete, so centralities become identical and the graph has only one community (all 
the graph).

ÁAmong the centrality measures, closeness centrality performs better than the other 
measures. In the case of N=2, Mapping Entropy Betweenness centrality has larger 
Jaccard index than all other methods.

ÁAmong the community detection approaches, the Infomap communities contain the 
most important words on average and therefore obtain higher Jaccard, Average 
Precision and P@10.

ÁCommunity detection approaches are not superior to centrality scores, in all cases 
examined. 

ÁOur proposed Mapping Entropy Closeness (MEC) centrality measure is the second 
most performing keyword extraction approach, in the case of Jaccard index, following 
the Mapping Entropy Betweenness (MEB) scores.
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